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A B S T R A C T  

Opinion Mining is concerned with the skillful extraction of vital information from opinionated text. Due to the rapid growth 

of social media sites, discussion forums, and online stores in the recent past, thousands of opinions are generated on 

hourly basis. Examining all these reviews from several sources is a dangling task. To grapple with this problem, opinion 

summarization is a way, where summary is generated from a set of opinionated data. Nevertheless, making an optimal 

opinion summarization system is a challenging task. This paper presents an overview of the approaches experimented 

and practiced so far in the field of Opinion Mining and Summarization and a survey of those techniques/approaches. 

These include: 1) Natural Language Processing and data mining techniques 2) Machine learning, deep learning and 

lexicon-based methods for sentiment prediction 3) Methods used for summarization. In a nutshell, an innovative 

framework is presented, which is an amalgam of different types of opinionated summarization techniques. 
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Opinion Mining (OM) or Sentiment Analysis (SA) is a 

field of computational linguistics and text mining, which 

aims to analyze people’s opinions, attitudes or sentiments 

towards an entity. Opinion means the views of someone 

about an entity. The person who gives opinions is called 

opinion holder and target can be e.g. a product or a 

service about which the opinion is expressed. In other 

words, the target about which the opinions are expressed 

is known as topic. The fundamental terms used in OM 

model mainly include; aspect, opinion holder, target 

(object) and time [1]. Time stands for the particular time 

when the opinion is expressed.  

The opinions may be about different marketing 

products and services, or these may be about different 

issues, events and individuals. These opinions play an 

important role in different application domains. As an 

example, in marketing, it is helpful to know the customers’ 

likes or dislikes about any product or service, which help 

business executives in formulating a marketing strategy 

and improve product or service quality. At the other end, 

the new customers may also want to know the feedback 

about a product or a service from existing consumers 
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before purchasing it or adopting it. OM systems can be 

used to predict sales performance and ranking of 

products and merchants. Opinionated data from Twitter, 

movie-review sites and blogs were used to predict box-

office revenue for film industries. These systems are 

helpful in advertisement placement. When one posts a 

negative comment e.g. about a product or a service; the 

competitors place their advertisements timely and 

appropriately based on the recommendation of the 

system. In politics, the field of SA is used to know what 

people say about a political leader before deciding to vote 

him/her. One can also predict the results of elections from 

these opinions [2]. SA systems enable policy makers to 

analyze public opinions with respect to policies, public 

services or political issues [3]. These systems can be 

used to find the influence factors of something on the 

basis of which people like or dislike it [4]. Tourism is 

another hot area of OM. Hundreds of traveling sites are 

available on the web, where people share their 

experiences and sentiments about different places. 

Analyzing these opinions can help the tourists in where to 

travel, in which hotel to stay there and many more related 

decisions [5, 6]. Customers’ positive reviews play a crucial 

role in recommending products/services of a company. 

Several recommendation systems endorse items based 

on customers’ opinions [7-10]. Software quality prediction 

and software recommendation can be enhanced by 

analyzing existing end-user comments. The literature of 

the subjected area states many systems which utilize 

software reviews for product evaluation in order to 

maintain quality [11, 12]. 

An example of OM model is presented in Figure 1, 

where an opinion holder expressed his views about the 

specific aspect of an object.  

 
Figure 1. Opinion Mining Model 

An opinion is classified as positive, negative or 

neutral. This classification is known as opinion orientation 

[13]. Opinion classification or sentiment classification is 

approached in three different ways; document-level 

classification, sentence-level classification, and aspect 

level classification [14]. Different approaches are 

practiced for classification of the evaluative document to 

be negative or positive [15, 16]. Sentence level sentiment 

classification has been explored deeply by different 

researchers. A sentence is considered to be classified 

into positive, negative or neutral [17-20]. Aspect-based 

opinion mining has attracted researchers which has been 

explored by [21-23]. As most of the researchers in the 

subject area are more interested in feature-based 

approach, so different researchers have used their 

models and perspectives targeting this approach [24]. In 

state-of-art literature, aspects are also known as features. 

To avoid the confusion arising due to the term feature that 

is used in machine learning for a data attribute, the use of 

the term aspect is becoming more popular than a feature 

in recent years [1]. Therefore, aspect-based sentiment 

analysis is also called feature-based opinion mining by Hu 

and Liu (2004). In this review paper, the terms aspect-

based and feature-based will be used interchangeably. In 

a typical product review, a reviewer may appreciate some 

of the features while ignoring others due to certain 

reasons. Thus it is important to find opinions of the 

reviewers about each individual feature of the product 

instead of considering the overall opinions in the reviews 

[25].  

Mining opinions and sentiments of people from 

human languages is an extremely complicated task 

because it requires deep knowledge of natural language 

understanding. Most of the opinionated text involves 

regular and irregular, explicit and implicit, syntactic and 

semantic rules of language that should be understood. 

Several existing techniques mainly focus on the syntax of 

text, in which opinions are expressed explicitly, such as 

opinions include polarity words, affect terms and their co-

occurrence frequencies. However, most of the opinions 

are often conveyed indirectly using latent semantics, 

which makes the syntactic approaches ineffective [26]. To 

overcome these natural language issues, semantic 

computing is the way, which is a holistic approach to 

understand natural language by coping different sub-
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problems of extracting meaning and polarity from text. 

Sentiment analysis task can be divided into a series of 

subproblems called a suitcase of natural language 

processing research problems. Several Natural Language 

Processing (NLP) tasks are required to solve these 

problems to achieve human-like performance in analyzing 

sentiments [27, 28]. Opinion mining also has several other 

domains such as opinion spam detection [29], opinion 

based entity ranking [30] and opinion based 

recommendation. Due to the huge volume of data, SA 

systems need highly computational power and storage 

capacity. For this purpose, several researches used 

Hadoop, MapReduce and other parallel approaches [29, 

31-33].  

With the advancement of Web 2.0, hundreds of social 

media sites, blogs and forums are emerged, which 

provide facilities to discuss different entities such as a 

product, a service, an individual and a specific issue or a 

topic. With this increase in discussion forums and social 

sites, opinions are generated exponentially. Several 

popular products, services and issues acquire hundreds 

of reviews that cause information overload problem. 

Reading all these reviews create cognitive stress hence it 

is a challenging task to read, understand and analyze 

many opinions. To cope with this problem, summarization 

is a wise solution. Several types of opinion summarization 

systems are presented in literature but developing an 

optimal summarization system is still a challenging task.  

In this paper, the focus is on opinion summarization 

though feature extraction and sentiment classification are 

also discussed. Existing reviews and survey articles have 

classified feature extraction, sentiment classification and 

summarization approaches from different perspectives as 

shown in Error! Reference source not found. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Opinion mining and summarization techniques 

 

In this study, these techniques are categorized in an 

intuitive manner as shown in Error! Reference source 

not found.An overview of challenges and limitations is 

also given that remain to be solved in this area. Finally, 

the article is concluded, and some future research 

directions are given in the field of sentiment analysis and 

summarization. 

Rest of the paper is organized as follows. The 

detailed literature review is presented in Section 2. OM 

and summarization techniques are discussed in Section 

3. Section 4 presents an overview of different types of 

opinion summarization. Section 5 identifies the limitations 

and Section 6 concludes the paper and highlights future 

research directions. 

 

Table 1. Types of Opinion Mining and Summarization Techniques 

Reference of 
Review Articles 

 
Feature Extraction 

 
Opinion Classification Opinion Summarization 

[34] 
NLP and Statistical 

Techniques 
Supervised and unsupervised 

Single and Multi-Document 
Summary, Textual Summary and 

non-textual Summary 

[35] NLP and Mining Techniques 
Learning-based and Lexicon-

based methods 
Aspect-based and non-aspect-

based summary 

[1] 
NLP Techniques, Supervised 
learning techniques and topic 

modeling techniques 

Supervised learning and 
unsupervised learning 

approaches 

Aspect and non-aspect based, 
Single and multi-document 

Summary, Traditional Summary 
types 

[36] 
Lexicon-based and Statistical-

based Techniques 
Machine Learning and Lexicon-

based Approach 
Not Given 



pISSN: 2523-5729; eISSN: 2523-5739  JICTRA 2020  79 

 

 
 

Due to rapid growth of social media sites, discussion 

forums, and online stores, thousands of opinions are 

generated on an hourly basis about entities including 

products, services, issues and politicians. Products and 

services of reputed companies, and issues get thousands 

of reviews. Examining all these reviews from different 

sources is a challenging task. To tackle this problem, 

opinion summarization is a way, in which opinions are 

extracted and a summary is generated [35]. Opinion 

summarization is the compact form of original opinionated 

text while preserving the important content. The term 

summarization can be formally defined as “summary 

produced from one or multiple texts, which express key 

information. Summary size is usually half or less than half 

of the original text or less than that” [37]. The 

characteristics of a good summary are preservation of 

important content, short and concise size and its 

readability. Opinion summarization is different from 

conventional text summarization. Opinion mining and 

summarization firstly extract features from the set of 

reviews; secondly, it classifies these individual reviews 

into positive or negative review and finally summarizes 

them. Opinion summarization uses NLP, machine 

learning, information extraction, graph theory, 

visualization and statistical techniques. Different 

summarization approaches are used by researchers, such 

as extractive summarization, abstractive summarization, 

visualized and rate-base summary [38]. 

Currently, several review papers and books covered 

opinion summarization study [1, 34-36, 38-56].  

Chapter 11 of  [46]  covers several opinion mining 

and summarization techniques. In this book, the author 

first introduces some basic concepts related to definition 

of opinion mining. Then opinion mining techniques are 

discussed, covering sentiment classification, opinion 

spam detection and opinion summarization. The book 

emphasizes on opinion classification techniques and only 

a little portion discusses the summary generation. As the 

book was published in 2007, so recent techniques of 

sentiment classification and opinion summarization are 

not covered. Another chapter of [42] is purely focused on 

sentiment classification techniques, not covering the 

state-of-the-art summarization methods. Another  book of 

[1] i.e. “Sentiment analysis and opinion mining”, covers 

different opinion summarization approaches. Liu (2012) 

has divided opinion summarization into aspect-based and 

structured-based summarization approaches. The book 

has several topics on aspect-based summarization. 

Unstructured summarization and non-aspect-based 

summarization are not reported even briefly in Liu (2012). 

Kim et al. [35] covered several articles of opinion 

mining and summarization. The authors have summarized 

the work into aspect-based and non-aspect-based 

summarization. The techniques used in opinion mining 

and summarization systems are also highlighted in the 

research of Kim et al. (2011). In this work, opinion 

summarization systems are divided into textual and non-

textual summarization.  

Breck & Cardie [39] addressed several research 

issues in OM systems including opinion lexicon 

construction, feature identification, identification of opinion 

holder and sentiment classification. Opinion 

summarization is also reported along with paragraph-

based summarization, single document, and multi-

document summarization. However, aspect-based 

summary, structured and unstructured summaries are not 

addressed.  

Medhat et al. [36] carried out a systematic survey on 

SA techniques. Feature selection techniques and 

sentiment classification techniques are briefly discussed 

in their work. These authors divided SA algorithms into 

machine learning and lexicon-based approaches. This 

study focuses on sentiment summarization techniques 

which are not covered in the survey of [36]. 

Sun, Luo, & Chen [57] have presented a review on 

NLP techniques used in OM systems. The authors 

discussed general NLP techniques required for 

preprocessing, opinion classification and comparative 

OM. In this work, opinion summarization is not explored in 

depth.  

 

 

 

Opinion mining and summarization borrow algorithms 

from several neighboring disciplines such as machine 

learning, deep learning, graph theory and data mining [21, 

58-63]. 

The task of opinion mining and summarization can be 

LITERATURE REVIEW 

TECHNIQUE USED 
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divided into the following three phases. 

A. Feature Extraction 

B. Opinion Classification 

C. Opinion Summary Generation 

Each of the above phases uses several types of 

techniques. The detailed description of each technique is 

given in the sub-sections. For feature extraction and 

sentiment classification, most researchers used data 

mining and machine learning algorithms, such as 

association rule mining, support vector machine and 

Naive Bayes. WordNet, semantic orientation, collocation 

extraction, and lexicon-based approach are NLP 

techniques used in summarization. The detailed overview 

of opinion mining and summarization techniques is 

already illustrated in Figure 2. 

A. Feature Extraction Techniques   

Finding a set of data that is representative of a large 

volume of data is called feature extraction or topic 

modeling [47]. In OM, extraction, and selection of feature 

words is an important phase. Words that frequently occur 

in the text are considered as feature words [64-66]. 

Feature words may include a single word or a 

combination of words. The statistical approach, data 

mining approach and lexicon-based approach are used 

for feature extraction. In this study, feature extraction 

techniques are mainly classified into NLP techniques and 

data mining techniques. The subsequent sections give 

brief overview of these techniques.  

3.1. Natural Language Processing Techniques  

NLP techniques such as part-of-speech (POS) 

tagging, syntax tree parsing, WordNet and n-gram model 

are used to identify feature words in the opinionated text. 

POS tagging is used to select nouns and noun phrases 

as features [67, 68]. Dependency grammar graph method 

is adopted by distinguishing the relationship between 

feature words related to specific opinion words [69]. 

Shallow parsing is used for aspect identification in short 

comments [70]. POS tagging, and parsing are though 

effective techniques for feature extraction, but still some 

problems exist. Firstly, in the case of large-scale 

processing, the speed of tagging or parsing is still not 

efficient. Secondly, such shallow NLP based techniques 

are not efficient enough to identify every feature, as 

features do not necessarily always occur as nouns or 

sometimes they are not explicitly specified in the 

opinionated text [35]. 

Several NLP toolkits including NLTK [71], OpenNLP 

and CoreNLP [72] are used to improve the accuracy of 

feature selection. These toolkits perform different tasks 

i.e. POS tagging, word tokenization, name entity 

recognition and sentence parsing [57]. 

3.2. Mining Techniques  

Data mining approach is another approach for 

features extraction. It is also called Association rule 

mining (ARM). ARM finds frequent patterns in data [73, 

74]. In review mining, ARM is used for frequent feature 

extraction of an entity [21, 58, 75-80]. ARM uses support, 

confidence, and lift measures for extraction of rules. Let X 

and Y be two words in a corpus whose support and 

confidence are calculated as follows [73]. 

 

(X Y) P(X Y)Support     ………… (1) 

Support(X Y)
(X Y) (X/ Y)

Support(X)
Confidence P


  

               … (2) 

 

ARM-based approach is used by several researchers 

for performing the task of feature extraction [21, 81]. 

Association rule mining is performed after segmentation 

and tagging of data to learn rules for feature words 

prediction. These trained rules are then used to extract 

features from the newly input dataset.  

3.2. Other Techniques 

Information retrieval and information theory 

techniques are also used for feature extraction i.e. Term 

Frequency-Inverse Document Frequency (TF-IDF) and 

Pointwise Mutual Information (PMI).  The detailed 

description of these techniques is in the following sub-

sections. 

 Term Frequency-Inverse Document 

Frequency (TF-IDF) 

TD-IDF indicates how significant a term is in a text 

document/set of documents or a corpus. TF-IDF is an 

Information retrieval technique, which aims to find 

important words in a corpus. It is also used for stop-words 

removal in a preprocessing step. In opinion mining and 

summarization, it is used for feature-words extraction and 

entity identification [58, 62, 82]. TF-IDF weightage is 

calculated by the following equation:  
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, d t, d ttf idfttf idf  
……….. (3) 

Where Tf t, d indicates that how many times a term 

“t” is occurring in document “d” while idf t shows its 

frequency in the whole corpus. The multiplication of tf t, d 

and idf t concludes the weightage of these terms.  

 Point wise Mutual Information 

Pointwise Mutual Information (PMI) is an information 

theory approach used for finding collocations. It is based 

on conditional probability. In OM and summarization, PMI 

is used for feature extraction [83, 84] and opinions 

classification into positive and negative [67]. PMI shows 

the mutual information between feature and the classes. 

Equation 4 is used for the calculation of PMI.  

( , )
( ; ) log

( ) ( )

P x y
PMI x y

P x P y


…………. (4) 

This equation calculates the dependency between 

terms X and Y by using probability function. If the 

variables are highly associated, then the PMI value will be 

maximized.  

B. Opinion Classification Techniques 

Opinion classification is the identification phase of 

sentiment polarity detection where the positivity or 

negativity about an entity is identified. As different people 

may have different views about similar aspects, this 

phase helps in discovering the general sentiments 

(positive, negative or neutral) about these aspects. There 

are different methods that are used by researchers for 

sentiment prediction, which are categorized into machine 

learning based, deep learning-based and lexicon based 

methods [15, 47, 85, 86].  

a. Machine Learning-based Methods  

Machine learning techniques are used for identifying 

the appropriate class for a review. Machine learning 

algorithms solve the sentiment classification problem as 

normal text classification using syntactic and linguistic 

features. Naïve Bayes Classifier, Support Vector Machine 

(SVM), K-Nearest Neighbor (KNN), Maximum Entropy, 

Decision Tree and Clustering techniques are examples of 

classification techniques [36, 70, 75, 87-93]. 

Naive Bayes classifier is one of the most frequently 

used supervised classification technique. It computes 

posterior probability based on word distribution in a review 

document. Bayes Theorem is used to calculate the 

probability that a given review belongs to a positive or to a 

negative class. The following equation calculate the 

probability.   

 
P (Positive|Good) is the posterior probability, which 

we want to find whether the review is positive or negative. 

P (Good) is the prior probability of a word “Good”, how 

many times an opinionated word “Good” occurs in the 

review sentences. P (Good|Postive) is the known 

probability that the word “Good” has the probability to be 

positive in the trained data. 

Support Vector Machine is another supervised linear 

classification algorithm. SVMs separate the search space 

into different classes by determining linear separators. 

Figure 3 shows that there are two classes i.e. and 

three hyper planes. A hyperplane separates the data 

points into different classes. An optimal hyperplane 

classifies data so that the distance from its nearest data 

point on each side is maximized. In Figure 3, the middle 

hyper plane provides maximum margin separations [36].  

 
Figure 3. SVMs for classification problem [36] 
 

In opinion mining, SVMs are used to classify a set of 

opinions based on the polarity into positive and negative. 

SVMs have been applied in several sorts of text 

classification tasks and achieved promising success [94, 

95]. 

b. Deep Learning and Artificial Neural Networks 

Artificial Neural Networks (ANNs) are machine 

learning models inspired by biological neural networks, 

whose functionality is dependent on enormous number of 

inputs. ANNs are a set of interconnected neurons that 

receive input, perform progressively complex calculations 

and then use the output for solving the problems. Such 
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systems learn to perform some tasks by considering 

training examples regardless of task-specific 

programming. A single layer ANN has been shown in 

Figure 4. These networks are used for different purposes 

including Natural Language Processing (NLP), image 

processing, speech recognition and social network 

filtering [96-101]. 

 
Figure 4. A single layer Artificial Neural Network 
 

Deep learning is the extended form of ANNs that are 

composed of multiple hidden layers between input and 

output layers. Deep learning is also called multiple layer 

neural networks. In Figure 5, an example of multiple layer 

neural network architecture is shown, two hidden layers 

H1 and H2 are used to perform classification task. 

Accordingly, it learns features in the multiple hidden 

layers from a given input and produces classification 

result in the output layer. It learns features in a supervised 

or unsupervised manner within a hierarchy. The upper 

layers in the hierarchy have more abstract 

representations than the lower layers. The upper layers 

evolve in training to solve complex problems in the lower 

layers [102].Various deep learning architectures such as 

Deep Neural Networks (DNNs), Deep Recursive Neural 

Networks (DRNNs), Recurrent Neural Networks (RNNs), 

deep belief networks and Deep Convolutional Neural 

Networks (DCNNs) have been applied to various fields 

i.e. NLP, automatic speech recognition, computer vision 

and bioinformatics [103, 104]. Deep learning produces 

promising results in NLP tasks i.e. Part-Of-Speech 

tagging, chunking, semantic labeling, cross lingual 

problems and name entity recognition [105, 106]. In state-

of-the art systems, deep learning has also been practiced 

in many sentiment mining tasks including aspect 

extraction, sentiment extraction, sentiment classification 

and sentiment lexicon learning [44, 103, 107]. 

 
Figure 5. Multilayer Neural Networks [103] 

 

Sentiment classification of different domain data, 

using same system, is a challenging task. Stacked 

Denoising Auto-Encoders with sparse recite [108] are 

used to train data for different domains classification. 

They successfully perform domain adaptation on large 

dataset of 22 domains. Dos Santos & Gatti [109] used 

DCNNs to perform sentiment analysis by exploiting 

character-to-sentence level information of twitter data. 

The authors used two convolutional layers. The authors 

extracted features from individual words by exploiting 

character-level analysis as well as classifying sentences 

of any length. The authors compared their results with 

existing state-of-the art techniques i.e. SVM, Naïve Bayes 

and Maximum entropy. Hence, satisfactory results are 

achieved. Dos Santos[110] used Character-to-Sentence 

Convolutional Neural Networks (CharSCNNs)  presented 

by Dos Santos & Gatti [109]. The authors performed 

message polarity classification and contextual polarity 

disambiguation by using these networks. DCNNs are also 

used for multi-label classification problem by Chen [111]. 

Poria et.al. used deep convolutional neural networks for 

multimodal sentiment analysis [112, 113]. The authors 

extracted features from short text, short video clips and 

audio clips and combined them to train the classifier. They 

compared their system with parallelizable decision label 

data fusion method hence, obtained 14% better 

performance. Various types of deep learning algorithms 

are also used to evaluate the performance of different 

sentiment classification algorithms [114].  

c. Lexicon Based Methods 

A lexicon is made up of a list of positive and negative 
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words for matching the words in the opinionated text. A 

set of rules is often used with this word list or the list is 

combined with the results of parsing or tagging. Dictionary 

approach, SentiWordNet and Parsing are very popular in 

opinion classification [21, 22, 76-78, 81, 115, 116].  The 

term sentiment word dictionary is also used for lexicon 

interchangeably.  

An effective method was proposed by Hu and Liu that 

was based on WordNet for identifying the opinions about 

particular features and the orientation by [21, 81]. Initially, 

these authors started with 30 seed adjectives for each 

predefined orientation (positive and negative). Then the 

antonym and the similarity relation in WordNet were used 

for assigning the negative or the positive orientation to a 

huge set of adjectives. Thus, by the orientation of 

adjectives, the orientation of opinion about a feature was 

decided. 

A set of positive and negative words for sentiment 

prediction was used by [115]. Two sets of sentiment 

words were used followed by two thesauri to enlarge the 

seed vocabulary. Based on the orientation of words, the 

orientation of an opinionated sentence was decided. 

Sentiment scores were assigned to sentences, 

representing the polarity and sentiment degree. Zero 

opinion score was assigned to neutral opinions in addition 

to positive and negative opinions. To identify the opinions 

with feature words, dependency relationships were used 

[69]. These authors adopted a strategy that was similar to 

Hu and Liu (2004a; 2004b). Firstly, top 100 positive and 

negative opinionated words were identified from a training 

set and then WordNet was used for assigning an 

orientation to the words. The orientation of a word was 

reversed in the presence of negation words (e.g. not).  

Lexicon based methods are quite popular. These 

approaches work well in product review domains where 

people express their opinions explicitly. In other domains, 

for example movie reviews, the performance of these 

methods may be poor due to ignorance of the context or 

the sarcasm expressed by the people. 

Some other techniques are also practiced for opinion 

classification. In several studies, fuzzy logic and ontology-

based methods are extensively used [5, 6, 90, 117]. 

C. Opinion Summarization Techniques  

Opinion summarization is representation of large 

volume of reviews in compact and concise way, which 

helps the reader to make quick and efficient decisions. 

Techniques such as statistical, graph-based, ranking and 

clustering-based are practiced for summarization of 

opinionated text. Statistical techniques are used for the 

non-textual summarization. Similarly, graph-based 

technique, ranking, and clustering are used for textual 

summarization. Statistical methods are also utilized for 

textual summarization but most of the times it is used for 

producing a structured summary. 

Statistical Techniques 

The most commonly adopted techniques for 

generating a summary are the statistical techniques that 

are adopted by a number of researchers [21, 22, 69]. This 

form of summary utilizes the results obtained from 

aspects extraction and the results obtained from the 

sentiment prediction phase. The general sentiment can 

easily be understood by observing the number of positive 

and negative opinions about each aspect. Opinion 

Observer is developed by Liu et al (2005), that enables 

the user not only to compare the different aspects of the 

same product but of different competing products as well 

by using statistical graphs.  

Clustering and Ranking Algorithms 

People normally express their opinions about 

different aspects of an entity. These aspects are normally 

broken explicitly or implicitly into different sentences or 

sections. In summary, all of those aspects should be 

covered, which are incorporated through clustering. 

Aspect-based clustering is widely used by researchers, 

where reviews about an aspect are placed in an aspect 

cluster[75-77, 118]. To mention all aspects in the 

summary, most informative sentences are extracted from 

aspect-based clusters. These informative sentences are 

selected using various ranking algorithms e.g. 

ClusterRank [62], PageRank [119] and LexRank [120].  

 Graph-based Methods 

A graph is an integration of nodes and edges where 

nodes represent words, phrases or sentences and edges 

represent relations between the nodes.The graph-based 

method is used to rank most informative sentences or 

phrases for extractive summarization. In Figure 6, 

weighted graph is illustrated that select informative 

sentences based on similar words. In this graph, the 

nodes represent sentences i.e. S1 upto Sn and edges 

represent number of similar words between sentences. 
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Several researchers adopted graph-based summarization 

techniques [38,59,61,80,121-123].  

 

 

 

 

 

 

 

 

 

 

Figure 6. Weighted graph for Informative sentences 

selection (alZahir et al., 2015) 

 

Ganesan et al. [61] proposed graph-based approach 

named “Opinosis” that constructs an abstractive summary 

of redundant opinions. Textual-graph is constructed 

where nodes represent individual words and edges show 

the sentence structure. Zhu et al. [121] selected 

informative sentences using a graph-based method to 

construct an extractive summary. These authors frame 

the informative sentence selection problem as a 

community leader detection problem. Sentences that 

have most similar words are considered as leader 

sentences. alZahir et al. [59] utilized multi-edge graph, 

where nodes represent sentences and edges represent 

similar words between sentences. The symmetric matrix 

is used to rank sentences and select most informative 

sentences for the extractive summary.  

 

 

 

In this review, many types of summaries have been 

identified including indicative summary, informative 

summary, extractive summary and abstractive summary. 

Indicative summary provides information about the text 

without having internal information within the text, while 

informative summary produces the compressed version of 

the text from the original content [37]. Extractive summary 

identifies key material in the text while abstraction is 

regenerating the important portions of text and combining 

these portions of extracted text. Abstractive 

summarization used compression techniques for pruning 

of unimportant portions from text [124]. 

Types of opinion summarization can be divided from 

different perspectives i.e. aspect-based and non-aspect-

based opinion summary, single document and multi-

document summary, and textual and unstructured 

summary. In this study, summaries are divided into non-

textual and textual. Non-textual summaries are in the form 

of rating and statistical graphs that express only the 

sentiment prediction into positive and negative, while 

textual summaries provide detailed information of the 

reviewers in plain text. 

A. Aspect-based Summary vs. Non-aspect-

Based Summary 

In the case of aspect-based opinion summarization, 

the text is first divided into aspects and then a summary is 

generated [21, 69, 70], while in the case of non-aspect-

based opinion summarization, a generalized summary is 

produced without considering the aspects [61]. Aspect-

based opinion summarization systems follow three steps 

[125]. Figure 7 shows these steps. Firstly, identify product 

features from a set of reviews e.g. battery life, sound 

quality, and ease of use. Secondly, predict the orientation 

e.g. positive or negative and finally develop an aspect-

based summary i.e. rating or textual summary. 
 

 
Figure 7. Steps of Aspect-based Opinion Summarization 
 

Aspect-based opinion summarization has two main 

characteristics. First, it identifies the opinion targets and 

the sentiments about them. Secondly, it provides the 

percentage of people who are having positive or negative 

opinions about the entities and their features. A resulting 

summary is a form of a structured summary [35]. Typical 

feature based summary is presented by Hu & Liu 

[21].This structured summary can also be represented 

visually [22]. Bar charts are used for visualizing the 

summary, where the bar above X-axis shows the positive 

opinions on a feature and the corresponding bar below 
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the X-axis presents the negative opinions that are 

commented on the same feature. An example of a visual 

summary is shown in figure 8. Here, different features and 

their orientations of Cannon Digital Camera are visually 

represented. 

 

 

Figure 8. Aspect-based Visual Summary of Digital Camera Cannon (Liu et al., 2005) 

 

Visual comparison of more than one entity is also 

possible in this summary. Other researchers have 

adopted structured approach for the summarization of 

movie reviews [69], summarization of Chinese 

opinionated text [115] and service reviews summarization 

[126]. The feature-based summary is not restricted to be 

in structured form only; it can also be in the form of an 

extractive and an abstractive-form on the same idea [77, 

121].  

B. Single document and Multi-Document 

Summary 

Single and multi-document summarizations are 

traditional approaches, which are used for factual text 

summarization while opinion summarization is somewhat 

different from traditional single or multi-document 

summarization. Opinion-summary is about entities, their 

features, and appraisal about them. It can be in a 

quantitative manner i.e. structured summary and feature-

based [1].On the other hand, traditional summarization 

approaches appear in emails summary, educational 

articles summary, business reports summary and news 

articles summarization [124]. In single document 

summarization approach, informative sentences are 

extracted from the original text and short summary is 

produced. Multi-document summarization finds and  

 

extracts dissimilar information from multi-documents and 

avoid redundant information to form summary.  

Single-document extraction summary utilizes features 

such as term frequency, the location of the text, 

identifying key phrases in the text, and sentence length. 

These features are based on machine learning and NLP 

techniques. Identifying relations between words, 

discourse structure identification, recognizing the lexical 

connection between terms, anaphora resolution and 

synonyms finding are some major tasks required for 

single-document extractive summarization. Single-

document abstractive summarization approach uses 

information fusion, language generation, text 

compression, information extraction, tree-based and 

ontology-based methods. Multi-document summarization 

recognizes redundant and important information and 

produces a coherent summary. For finding redundant 

information, similarity functions like cosine similarity and 

Maximum Marginal Relevance (MMR) are used [37]. 

C. Textual Summary and Non-Textual Summary 

A textual summary provides critical information 

conveying the key opinions while a non-textual summary 

gives a general overview of an entity [83]. Non-textual 

summarization uses statistical methods and visualization 

techniques to form non-textual summary while textual 
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summarization adopts graph theory, statistical model, 

language generation and compression tools to build a 

summary in plain text. Types of textual and non-textual 

summaries are demonstrated in Figure 9. 

 

Figure 9. Textual and Non-Textual Summarization 

 

 Types of Non-Textual Summarization 

Non-textual summarization approaches generate 

simple summary in the form of rating and other statistical 

measures. In non-textual summarization, opinion 

orientations are determined, and the total number of 

positive and negative opinions is reported. The non-

textual summary is useful for conveying general opinions 

about an entity such as product or service, person or 

organization but it does not provide the detail of 

sentiment. Structured, visualized, timeline and rate-based 

summaries are different types of non-textual 

summarization.  

 Structured Summary 

This approach produces a summary in a structured 

format, which is easy to understand. Structured 

summarization approach is normally used in opinion 

summarization systems [21, 58, 69, 78]. Figure 10 is an 

example of the structured summary. Hu & Liu [21] 

developed structured summarization approach that used 

Association Rule Mining (ARM) and WordNet for feature 

extraction and opinion sentence classification. The 

system builds feature-based summary. Each feature is 

ranked per its frequency in the reviews. Count number of 

positive and negative comments about the features and 

list all the sentences. Zhuang et al. [69] introduced multi-

knowledge based, structured summarization approach for 

movie reviews. Positive and negative opinions about each 

feature are summed up and a structured summary is 

formed [21]. More & Tidke [58] proposed a model which 

used TF-IDF and ARM for extracting frequently  

 

 

opinionated words and their polarity. The summary is 

subsequently constructed based on polarity into the 

number of negative and positive opinions. Fan & WU [78] 

introduced a system to produce structured summary from 

Chinese text. ARM produced frequent features from the 

comments. Adjectives dictionary is used to classify 

sentimental sentences. For semantic orientation of 

adjectives, the Chinese version of WordNet is used. The 

system counts the number of positive and negative 

opinion words in the review and forms a summary. 
 

 
Figure 10. Structured Summary 
 

Figure 10 illustrates a structured summary of Galaxy 

S4 which is a type of a cell phone. Two features i.e. 

camera and size along with the number of positive and 

negative comments are shown. In this survey, several 

articles related to opinion summarization are studied. 

Several techniques have been used by researchers in the 

literature for making a structured summary. Table shows 
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these techniques in detail. For feature extraction, 

association rule mining is widely used. Dictionary 

approach and other similar NLP techniques are used for 

opinion classification. In structured summarization, 

statistical techniques are extensively practiced. 

Table 2. Structure Summarization Techniques and Datasets 

References 

Feature 

Extraction 

techniques 

Sentiment 

Classification 

Techniques 

Summarization 

Techniques 

Type of 

Techniques 

used 

Datasets/Sources 

[58] TF-IDF, ARM ARM Polarity Score IR1,DM2 Not given 

[78] ARM 
Dictionary Approach, 

SO3 
Structure Summary DM Amazon.cn 

[69] 

Multi-

Knowledgebase 

(WordNet, movie 

casts) 

Trained label Data, 

statistics, Regular 

expression 

Feature-based 

Structure summary 
Statistics 

IMDB (Movies 

Review) 

[21] ARM 
Lexicon Based, 

WordNet, SO 
Structure DM 

Amazon.com, 

C|net.com 
1Information Retrieval, 2Data Mining, 3Sentiment Orientation 

 

 

 Visualized Summary 

Visualization based summarization systems also 

adopted the structured format that uses statistical 

methods with graphical presentations. Potthast & Becker 

[84] proposed opinionated WordsCloud approach for 

summarization. The increased size of opinionated words 

in the cloud depends on its frequency. Figure 11 shows 

WordsCloud visualization summary. 

 

 
Figure 11. Visualized Summary (Potthast & Becker, 2010) 

  

Liu et al [22] illustrated an approach to compare 

different product reviews and summarized these reviews 

using a visualization method called “Opinion Observer”. 

Several other visual summarization systems e.g. “Opinion 

blocks” and “Opinion Seer” exist in the literature [127, 

128]. Several visual summarization techniques have been 

identified in this study, which are listed in table 3. 

 
For feature extraction and sentiment classification 
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tasks, NLP methods such as parsing, and dictionary-

based approach are practiced by the researchers while 

for summarization purpose statistical and graphical 

techniques are used. 

 Timeline summary 

 Opinions change with respect to time. Thus, the 

summary with a timeline helps to identify different trends 

of opinions about the entity with respect to time. The 

summary also helps in developing ideas for further 

analysis. Summaries with the opinions trends over 

timeline are developed [23, 115]. Figure 12 presents a 

timeline summary. 

 
Figure 12. Timeline Summary (Ku et al., 2006) 

 

In Figure 12, the alphabets A, B, C and D 

demonstrate politicians for whom the public opinions are 

measured. Public opinions are changed from time to time 

as shown. The upper bar shows positive opinions and the 

lower bar shows negative opinions. 

 Aggregated Ratings 

Statistical techniques with text selection are 

combined to produce better results [70]. Aspects are 

identified by using clustering and topic modeling. For each 

aspect, the sentiment identification result of phrases is 

averaged as the final rating of the sentiment for that 

aspect. Rating of the aspects is shown by using the 

phrases that are the most representative. 

 

 

 

 

 

 

 

 

Figure 13. Rating-based Summary (Lu et al., 2009) 

Figure 13 illustrates a rating-based summary. 

Different features of an entity e.g. shipping, 

communication, and service are discussed. Features that 

sound good to the customers are rated high while others 

are rated medium and low. Customers’ keywords for 

describing a feature are also mentioned in the summary 

i.e. fast ship, good communication and bad service. 

Techniques used for rating-based summary are presented 

in table 4. 

 
Data mining techniques i.e. clustering, classification, and 

ARM are applied for feature extraction and opinion 

classification purpose. Rating approach and aspect 

identification methods are used for summarization.  

Shipping 

Communication 

Service 

Fast Ship                     

Fast 

delivery 

 
Good Comm.                   

Prompt email 

 Disappointed 

Service                    

Bad Service 
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 Types of Textual Summarization 

Textual summarization is categorized into two types 

i.e. abstractive and extractive. These are traditional 

summarization types used for e.g. news summarization, 

email summarization and annual report summarization 

[129]. Textual summaries are also used in review 

summarization but due to certain limitations e.g. text 

generations, and grammatical rules violation, these 

techniques are not widely used for review summarization.  

 Abstractive Summarization 

The abstractive summary is a type of summary that 

contains the main idea of a source text in different words. 

In this type of summarization, the system first 

understands the input text using NLP techniques and then 

rephrase the input text to generate a concise and 

generalized summary. Abstractive summarization makes 

use of advanced language generation, information fusion, 

extraction and compression techniques to minimize the 

summary length and maximize the informative content 

[38, 124, 130, 131]. The abstractive summary is more 

comprehensive and concise than extractive summary. 

Many researchers, as evident from the literature, work on 

abstractive summarization [61, 83]. Ganesan et al [83] 

proposed a system to generate concise, brief, 

representative of key information and readable summary 

from the opinionated text as shown in figure 14.  

Mobile Phone Y Restaurant X 
 

Battery life is short. 

Big and Clear screen. 

(8 words) 

 

Good Service. 

Delicious soup dishes. 

Very noisy at nights. (9 words) 

 

Figure 14. Abstractive Summary Example (Ganesan et al., 

2012) 

Important aspects of entity X and Y are summarized 

in a few words. PMI function is used to generate frequent 

patterns in the text, which represents key information. For 

readability issue, the authors used n-gram model. To 

produce a set of concise, representative and readable 

summary, the authors framed this problem as an 

optimization problem. Heuristics algorithms (greedy 

algorithms) were proposed to solve the optimization 

problem. Ganesan et al [61] used graph-based approach 

and produced highly redundant opinions summary. The 

method extracted key opinions and produced a concise 

and grammatically correct summary. Table 5 lists 

approaches that are used for the development of 

abstractive summary. 

 
This study investigated various abstractive 

summarization articles. Graph theory, ranking and 

information retrieval methods are highly used by the 

researchers. 

 Extractive Summarization 

In this type of summarization, important phrases and 

sentences are extracted from the source text and they are 

combined to form a summary. Important/central/silence 

sentences are ranked and selected using PageRank, 

SentenceRank, ClusterRank and LexRank algorithms [62, 

120, 121, 133]. Extractive summaries use statistical 

analysis of words/phrases, the frequency of phrases or 

words and their location to extract important content for a 

summary. Extractive summarization is easier than 

abstractive one because abstractive summarization needs 

advanced compression techniques. Extractive 

summarization has its own limitations, such as large 
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summary size to cover key information, the existence of 

less relevant information, important information mostly 

spread out, and co-referencing problems [60]. 

Researchers have proposed several types of extractive 

summarization systems [59, 87, 88, 121, 134].  

alZahir et al.[59] introduced a multi-edge graph 

method, where nodes represent sentences and edges 

represent similar words in the sentences. A symmetric 

matrix is constructed from the graph where the sum of all 

the rows produces a ranked vector. Highest ranked 

sentences are combined to build the summary. Raut & 

Londhe [87] proposed a model that extracts hotel reviews. 

Machine learning algorithm (naive Bayes) and 

SentiWordNet are used for classification of reviews into 

positive and negative. The relevance-scoring method is 

used to generate an extractive summary. Zhu et al [121] 

presented a sentence-based extractive summarization 

method. Most informative sentences were selected from a 

set of reviews, which cover several aspects of an entity. 

Informative sentences were selected using community 

leader detection algorithm. Ly et al.[88] introduced a 

cluster-based extractive summarization technique. 

Frequent features are clustered according to their polarity 

into positive or negative. The highest polarity score 

sentences are extracted from both positive and negative 

clusters to form the summary. Table 6 includes extractive 

summarization articles and gives detail of the description 

of different techniques used for summarization. 

 
 

 

 
Table 6 has listed nine recent articles of extractive 

summarization. This study concludes that clustering, 

graph theory, and ranking algorithms are extensively used 

by the researchers for extractive summarization.  

 

 

 

There are several gaps in the field of sentiment 

analysis and summarization indicating the room for 

improvement. The sections below briefly discuss these 

gaps. 

 Limited Words Consideration as an Aspect 

and Opinion 

Currently, a lot of research is done by considering 

explicit aspects, but little attention is paid to implicit 

aspects. Adjectives are mostly considered as main 

candidates for opinion words although other Parts-Of-

Speech such as nouns or verbs can also act as opinion 

words i.e. opinions can be expressed by opinion bearing 

verbs and nouns. 

 Pre-processing and NLP Problems 

Mining opinions and sentiments depend on high-level 

NLP task such as POS tagging, sentence and word 

tokenization and parsing. For some languages, e.g. 

Chinese and Japanese, word segmentation is crucial. 

Parsing and POS tagging produce key information for 

opinion classification and feature extraction tasks. Though 

these tasks achieved good results for traditional 

document classification and summarization, they are 

unsatisfactory for reviews that are often grammatically 

incorrect. To deal with this problem, there is a need for 

the development of algorithms that will correct spellings of 

words from the context and will assign correct part of 

speech to the corrected word. Standard dictionaries can 

be utilized to avoid the spelling mistakes and the context 

of a word needs to be considered before the assignment 

CHALLENGES AND LIMITATIONS 
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of parts-of-speech. The incomplete or insufficient lexicon 

may also be a source of inaccuracy. Lexicon coverage 

may be verified by using enough and appropriate data. 

Problems in the identification of idioms, sarcasm, and 

irony are noticed and need the attention of researchers. 

Researchers are also focusing on several other unsolved 

problems in NLP i.e. co-reference resolution, named-

entity recognition, anaphora resolution, word-sense 

disambiguation and negation handling. 

 Lack of Datasets and Evaluation Techniques 

Usually, researchers crawl the data from the web 

according to their requirements. Although there is some 

published data but there are no standardized datasets 

(that are widely used) for sentiment analysis and 

summarization. The issue can be resolved by using data 

from authentic sources. There are several datasets 

available for developed languages such as English and 

Chinese but limited datasets are available for less 

developed languages such as Arabic, Turkish, Urdu and 

Hindi. 

Use of evaluation measures, for each step of opinion 

mining and summarization, is another issue that needs to 

be resolved. Conventional automatic text summarization 

is evaluated using different methods e.g. Rough [136], 

Document Understanding Conference (DUC) [137] and 

Pyramid [138]. However, there is no standard evaluation 

method that is specifically developed for sentiment 

summarization. Better and strong evaluation techniques 

are thus required for evaluating automatic opinion 

summarization. Evaluation of sentiment classifiers is 

another issue faced by the researchers who are selecting 

suitable classification algorithm for specific language data 

[139].  

 Limitation of Learning Algorithms in 

Summarization 

Though learning based approaches are studied a lot 

in sentiment prediction but they are not commonly used in 

sentiment summarization due to the following limitations: 

 A huge amount of annotated data is needed 

which is a big challenge 

 Another challenge is to find data in a general 

domain 

 A model that is trained in one domain may not 

necessarily work well in another domain 

 

 Limitations of Textual Summarization  

In state-of-the-art literature, extractive summarization 

is widely studied because of its simplicity. Limited work 

has been done in abstractive summarization because this 

type of summary requires advance language generation, 

information fusion, and compression tools. Fuzzy logic, 

ontologies-based methods, and graph theory techniques 

can be used to overcome the problems of an abstractive 

summary. Extractive summarization system also faces 

several challenges i.e. large enough to include all key 

information, contains irrelevant information, important 

information mostly spread out, and also have co-

referencing problems. 

 

 

 

Opinion mining is an active area of research due to 

its usefulness and usage in several application domains. 

With the exponential growth of opinionated data, its 

analysis and summarization are becoming an essential 

task. To fulfil these needs, many approaches have been 

proposed. In this study, a survey of such approaches is 

presented. Techniques used is each step of opinion 

summarization are elaborated. Feature extraction 

techniques, sentiment polarity identification and 

summarization techniques are discussed in depth. This 

study indicates that for feature extraction, association rule 

mining is used widely. For sentiment classification, Naïve 

Bayes and lexicon-based approaches are extensively 

practiced. Mostly, the researchers used dataset of 

Amazon.com1, tripadvisor.com2 and Cnet.com3.  

 Future Research Direction 

Further research is required in the discovery of 

comparative opinions. In case of discussion forums, 

dealing with "noisy" input text is an issue. Powerful 

methods for extracting opinion phrases are required. The 

utilization of opinion mining in different applications i.e. 

recommendation systems, smart cities, transportation and 

traveling also needs attention. Due to several issues in 

language understanding and generation, the current 

abstractive opinion summarization systems cannot 

                                                           
1www.amazon.com 
2 www.tripadvisor.com 
3 www.cnet.com 

CONCLUSION 
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provide the accuracy up to the level of customers’ 

satisfaction as there are many complex sentences and 

expressions that are to be analyzed. Hybrid techniques 

should be developed to eliminate abstractive and 

extractive summarization problems. As the volume of data 

on web is very large, and it keeps on increasing day-by-

day, scalability is a big challenge. Strong scalable 

techniques need to be developed. 
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