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A B S T R A C T  

Sentiment analysis is a major field of text mining. It is used to analyze opinions, sentiments, and ideas written in natural 

language text such as English. This research proposed an application called “Tweemotions” which utilize sentiment 

analyses to find the opinion about tweets and categorized them as a positive or negative comment. The emotion 

proposed application used thousands of tweets obtained from NLTK Corpora. Further proposed applications were 

trained and tested by seven Machine Learning algorithms such as BernoulliNB, MultinomialNB, Logistic Regression, 

stochastic gradient descent (SGD) classifier, LinearSVC, SVC, and NuSVC. The Tweemotion achieved more than 81% 

accuracy using MultinomialNB, BernoulliNB, SVC, and NuSVC. 
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Today, we stand at a time where anyone can make a 

public statement, not just in a limited geographical area 

but to the world [1-4]. The internet and social media have 

advanced at such a high rate that communication of one’s 

opinion can easily be broadcasted with a few clicks on a 

lightweight device anywhere in the world. There exist 

many platforms which can deliver these kinds of 

communications such as Facebook, Instagram, Twitter, 

etc [5]. Twitter is considered the most authentic platform 

for delivering social newscasts. People tweet about 

different topics all the time and their opinions may not 

matter to all of us but if we look at this from a business 

point of view, their opinions are what matter the most [6, 

7]. 

Sentiment Analysis (SA) is the best procedure to 

discover the sentimental/emotional value of a given 

segment of natural language [8,9]. This process can be 

used to classify emotions in three different portions, i.e. 

Document, Sentence, and Aspect. In the document 

portion, a complete document is analyzed resulting in a 

positive or negative sentiment [1,10,11]. In the sentence 

portion, the same process is applied to find the sentiment 

of a sentence which can be considered a short document 

unit. The aspect portion of sentiment analysis work by 
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finding existing aspects or features of a text and then 

analyzing the sentiments of all these features. In the age 

of social media, SA is applied to figure the public opinion 

on some specific matters so that accurate decisions can 

be made [12]. 

The main purpose of this paper is to apply sentiment 

analysis (SA) to thousands of tweets to know the type of 

emotional opinion the public holds regarding a certain 

topic. The goal is to help narrow down the searching 

efforts of Twitter users and assist them to provide specific 

results they desire in a compact form. The proposed 

methodology has adapted Natural Language Processing 

(NLP) technique and trained the model with the help of 

Machine Learning algorithms such as BernoulliNB, 

MultinomialNB, Logistic Regression, and stochastic 

gradient descent (SGD) classifier, LinearSVC, SVC, and 

NuSVC. The proposed model is, first, trained and tested 

using a tweets dataset obtained from NLTK Corpora. It is, 

then, executed using Twitter data obtained directly from 

Twitter. The model is trained over a subset of the dataset 

and afterward, it is tested on the rest of the tweets data to 

generate the sentimental values.  

The remainder of the paper is assembled as follows: 

Introduction section is followed by section II which 

elaborated the proposed methodology. In section III, 

Machine Learning algorithms, used for the analysis, have 

been described. Section IV presented results in the form 

of tables and graphical notation. In the last section, V 

concluded the paper.  

 

 

In this section, we introduce the existing Scrum model 

and explain the need for reliability engineering practice. 

Sentimental analysis of Twitter data requires 

preprocessed and cleaned data. The proposed 

methodology uses Natural Language Processing (NLP) to 

analyze text with the help of Machine Learning (ML) 

techniques to train the model [13, 14]. It follows these 

steps to generate positive or negative results about a 

particular tweet. Figure 1 demonstrates these steps in 

flow chart format. 

i. Initially, the dataset is in raw format. It is 
preprocessed and cleaned by removing stop words, 
tags, URLs, and stem words. 

ii. The next step is feature extraction. In this step, 
important features from the cleansed data set have 
been dugout. 

iii. In the next step, the data set is divided into two sets. 
Based on the existing research [15], we have used 
60 percent of the data for training purposes and 40 
percent of data for testing purposes.  

iv. Next, machine learning techniques are applied to the 
dataset to classify positive and negative tweets and 
analyze the accuracy of the results. 

v. Finally, the accuracy achieved from different machine 
learning algorithms is compared and graphically 
projected in the form of a bar graph. 

vi. Figure 2 represents the algorithm of the complete 
procedure. 

 

Figure. 1. Flow chart of the proposed methodology 

 

Access to twitter’s data 

We initially tried training our application model with Twitter 

data that was available in the cleansed format on multiple 

websites but our primary source was NLTK Corpora [16]. 

which consisted of 10,020 tweets. 5016 of which were 

positive and 5004 were negative tweets. But later on, we 

got access to twitter’s data directly from Twitter and the 

final training and testing were performed on it. Table I 

represents the stats of the data set. 

Table 1: Dataset statistics 

Dataset Positive Tweets Negative Tweets Total 

Training  2988 3024 6012 

Test 2028 1980 4008 
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Preprocessing 

When data is obtained directly from the source i.e. from 

Twitter, it is not in an ordered format. Transformation of 

this unordered data into a well-organized setup is 

performed in preprocessing step [17, 18]. The data that 

we have obtained from Twitter is raw. In this form, the 

analyses performed on such data using machine learning 

techniques would be extremely difficult and inaccurate 

[19]. So, we have made a few changes in it to make it 

easier for the model to adapt to [20]. Hence, our 

preprocessing consists of the following corrections:  

Algorithm: Extract Twitter Sentiment 

Figure. 2. Algorithm to extract Twitter sentiments 

 Removed web links 

 Removed words joined with “@” and “#” 

 Removed retweets (RT)  

 Removed duplicated tweets 

 Removed characters that do not have ASCII 

 Removed non-English words 

 Removed punctuation marks and other stop-words 

 Removed symbols, emojis, numbers, extra spaces, 
and punctuations  

 Converted to lowercase 

 Contraction and conversion of slang into proper 
dialects  

 Replace positive emojis with smile words and 
negative emojis with bad words   

 Corrected spellings 

 Applied tokenization and stemming techniques 
 

Feature Extraction 

If we wish to know what sentiment (positive/negative) a 

specific line holds, we must have weightage for each 

word. Different vectorizers can be used for such a task 

but the one we intend to use is the “Term Frequency 

Inverse Document Frequency” (TF-IDF) [21-23]. TF-IDF is 

a vectorizer (weight assigner) and it is a part of Scikit-

learn. We also worked on a different vectorizer known as 

“Bag of Words” but we are giving priority to TF-IDF 

because its accuracy is higher and is an advanced 

version of the Bag of Words [24, 25]. Equations 1-3 

represent the procedure to calculate TF-IDF. 

Term Frequency =         (1) 

Inverse Document Frequency =    (2)    

TF-IDF=TF (document, word) × IDF (word)      (3) 

N-Gram 

The N-Gram procedure will be used to find the features of 

the tweet for “Supervised Machine Learning Algorithms” 

[26, 27]. In N-gram, there is an arrangement of N number 

of tokens from the tweets. The number of N values should 

be 1, 2, 3, and so on but by default assuming the 1 value. 

When we examine the value of N to be 1 it is known as a 

unigram, for N=2, it is known as a bigram, and for n=3, it 

is known as a trigram, and so on [28]. Consider a tweet in 

this data set “Sorry guys, no new video this week”. If we 

consider N=2 then it will produce “Sorry guys,”, “guys, 

no”, “no new”, “new video”, and “this week”. On the other 

hand, if we consider N=3 then it will produce “Sorry guys, 

Begin  
Input Tweets where% user_id, hashtag word, @username 
Term Frequency_Inverse Document Frequency =TF_IDF 
MultinomialNB, BernoulliNB, Logistic Regression, 
Stochastic Gradient Descent =SGD,  
Support Vector Classifier=SVC, LinearSVC and NuSVC. 
Output: Confusion Matrix, Classification Report, Accuracy 
and K-fold validation 
For each tweet, Do:  
        Procedure Pre-processing(tweet):  

Remove all the private Twitter symbols 
(#SpecificWord, @username, retweet (RT))  

                  Remove all numbers, symbols and punctuations, 
Convert into capital letters into small letters 

                  Remove URL (“http://url and https://url”)  
Remove non-ASCII characters and numeric 
numbers. 
Substituting multiple spaces with a single space. 
Contractions and translate into appropriate slang  
Replace positive emoji with smile word and 
negative emoji with bad word   
All the stop words are removed  
Follow the Tokenization  
Stemming  
Return corpus of clean tweet  

        End Procedure  
        Procedure Feature Extract (clean tweet):  

Count vectorizer = TF_IDF 
Max Features, N-gram, Max document 
frequency, Min document frequency  

        End Procedure  
        Procedure Machine learning Classifier (clean_tweet):  

BernoulliNB, MultinomialNB,Logistic Regression,     
SGD, LinearSVC, SVC, NuSVC 

        End Procedure  
End Until  
End 
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no”, “guys, no new”, “no new video”, “new video this”, 

and” video this week”. These bigram and trigram tokens 

will be analyzed with further processing. Table II 

represents the parameters and their values used in the 

feature extraction process. 

Table 2: Feature Extraction 

Parameters Values 

N-gram range (1,2) and (1,3) 

Maximum features 7750  

Minimum document 

frequency 

2 

Maximum document 

frequency 

0.08 

  

 

 

 

There are many techniques of Machine Learning 

classifiers. We have used it to identify sentiment analysis 

on the bundle of Tweets. These machine learning 

techniques proposes a solution to convert sentiments into 

classification record [29, 30]. We have used the classifier 

to build the model of machine learning and we have used 

a library related to Python known as Scikit-learn, it is a 

dominant and very useful open-source machine learning 

package that offers many classification techniques [31]. 

The algorithm defines how the model will learn and also 

how accurate are the results of the model. The algorithms 

we have used in our model are described in the following 

subsections. 

BernoulliNB Algorithm 

“BernoulliNB” classifier is best for countable data values 

such as “MultinomialNB”. BernoulliNB algorithm is mainly 

considered to work on boolean features or binary values. 

Naive Bayes was used for a multivariate Bernoulli 

distribution of a huge dataset. In this manner, every single 

class requires samples, which have to be signified in 

boolean values [32]. We have used BernoulliNB to 

change inputs of data into a binary object. 

The finding rule for Bernoulli is based on Equation 4 as 

follows. 

 

The BernoulliNB performs the probabilistic approach to 

train the model and classification techniques use the data 

that is dispersed by Bernoulli distributions; i.e., it is 

utilizing numerous type features but one is supposed to 

be a binary variable. Accordingly, these classifications 

have required multiple records to be represented as 

binary-valued feature vectors. Whenever given some 

other sort of dataset, a BernoulliNB sample of data 

depends on the binary values [33]. 

MultinomialNB Algorithm 

The "Multinomial Naive Bayes" classifier has been 

recognized the text analyzed and moved into 

classification. MultinomialNB is a probabilistic model 

dependent on the proposition of Bayes. It computes the 

possibilities of every text fitting to separate classes and 

chose the best class with the highest possibilities. The 

word naive introduce from the supposition that the whole 

features are free-standing in the class. Although such an 

autonomy assumption is not normally correct, this 

Machine Learning technique regularly performs well with 

comparatively less estimating time. Also, it needs limited 

data for training and it is exceptionally simple to execute. 

Naive Bayesian classifier frequently outperforms many 

sophisticated classification techniques [34, 35]. 

Logistic Regression Algorithm 

“Logistic Regression” is a very powerful Machine Learning 

technique that is used for binary classification problems 

such as positive or negative, yes or no, etc [36]. Logistic 

Regression has performed some predicting analysis 

techniques and depends on a total number of possibilities 

[37, 38]. This model has used a very complicated cost 

identification function. This function can be explained as 

the “Sigmoid function”. It is also called a “Logistic 

Function” rather than a linear function. Equation 5 

represents this function. 

               (5) 

S(z) = output between 0 and 1 (probability estimate) 
z = input to the function (e.g. y=mx + b) 
e = base of natural log 
 
The hypothesis of Logistic Regression follows the 

tendency to restrict the cost identify function somewhere 

in the range of 0 to 1. So, the Linear functions cannot be 

represented with a value higher than 1 or lower than 0. 

MACHINE LEARNING TECHNIQUES 
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This is impossible for the hypothesis of Logistic 

Regression [39]. 
Stochastic Gradient Descent 

“Stochastic Gradient Descent” (SGD) is a clear but highly 

productive approach to managing discriminative learning 

of linear classifiers under curved misfortune capacities. 

We have made an only pass over the way the whole 

trained data. It is managed and controls stability, 

afterward every update, the project can be repeated onto 

a circle of radius 1/λ. For every test, we examined a 

couple of various arrangements for learning rates such as 

"Logistic Regression" and "Support Vector Machine" [40, 

41]. Although Stochastic Gradient Descent (SGD) has 

been a very important part of the Machine Learning family 

for a very long time, it has come to be a great deal of 

consideration only as of late with regards to costly scale 

learning. It is applied to the huge scope of sparse 

Machine Learning issues which are constantly 

experienced in SGD Classifiers [42].  For sparse data, it 

effectively scales to issues with larger than 105 features 

and larger than 105 training samples. 

SGD has some advantages such as ease of use, 

implementation, and productivity. On the other hand, SGD 

has some disadvantages such as it requires various 

hyperparameters and is sensitive to feature scaling [43]. 

Linear Support Vector Classification 

“Linear Support Vector Classifier” is a very famous 

Machine Learning technique used to identify model 

detection, regression, and classification problem. We can 

use linear kernels in LinearSVC. It performs classification 

by constructing a N_dimensional hyperplane which ideally 

isolates data into two or more classes. It has an adaptable 

technique to select the loss functions and find out 

penalties and make the scale improved to a large number 

of samples. Linear SVC performs a “one vs all” plot [44]. 
Support Vector Classification  

"Support Vector Machine" (SVM) is a Supervised Machine 

Learning technique it has been used for regression and 

classification tasks. SVM is generally used for 

classification tasks. It has been used for a statistical 

classification approach that depends on the maximum 

distance between each data and is separated by a 

hyperplane. the hyperplane is used to split data into two 

different zones.  It has the highest distance from the 

nearest data points in the two different classes. So, we 

have used a hyperplane to manage tasks in the 

classification [45]. SVM gives precise reliable and exact 

classification results [46]. Support Vector Classifier is 

used for multiple classes and support is applied according 

to a “one vs one” scheme.  

Nu Support Vector Classification 

"Nu-Support Vector Classification" (Nu-SVC) behaves like 

a Support Vector Classifier (SVC) however it utilizes 

parameters and functions to manage and handle all 

number of supporting vectors and train the number of 

errors with the newest parameter V released. The upper 

bound deals with the number of errors and the lower 

bound deals with the supporting vector by using 

parameter V  (1,0) [47]. 

r  

 

After taking the dataset from NLTK Corpora, we have 

applied pre-processing and feature extraction techniques 

to them. Experiments on these datasets were performed 

using seven different classifiers. Tables III and IV 

demonstrate k-fold cross-validation (bigram and trigram 

respectively) accuracy results using all mentioned ML 

classifiers.  

 

Table 3:  K-Fold validation (bigram) 
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The summarized accuracy results of all ML classifiers 

using trigram and bigram have been listed in table V. 

Results show that MultinomialNB has performed best than 

all used classifiers. The reason for achieving the best 

accuracy using MultinomialNB is that it is based on the 

Bayes theorem which works by computing probabilities of 

the occurrence of multiple text/words belonging to some 

class based on the occurrence of each text/word and 

selects the highest probability class. Both BernoulliNB 

and NuSVC achieve the second-best accuracy results. 

 

Table 4:  K-Fold validation (Trigram) 
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Table 5:  Accuracy Results 

Algorithms 
Accuracy 
(trigram) 

Accuracy 
(bigram) 

BernoulliNB  0.806 0.814 

Multinomial NB  
0.818 0.824 

Logistic Regression  
0.795 0.795 

SGD classifier  
0.810 0.807 

Linear SVC 
0.808 0.806 

SVC 
0.808 0.810 

NuSVC 0.811 0.814 

 

Table VI shows the results of precision, recall, and F1-

score of each machine learning algorithm using the 

bigram and trigram approaches. It is visible that 

Multinomial NB achieved overall better precision, recall, 

and F1- score. 

Table 6:  Results evaluation 
Classifier  Precision  Recall  F1-Score 

bi-
gram 

tri-
gram 

bi-
gram 

tri-
gram 

bi-
gram 

tri-
gram 

BernoulliNB  0.82 0.82 0.81 0.81 0.81 0.80 

Multinomial NB  0.83 0.82 0.82 0.82 0.82 0.82 

Logistic  

Regression  
0.82 0.80 0.81 0.80 0.81 0.79 

SGD classifier  0.81 0.81 0.81 0.81 0.81 0.81 

Linear SVC 0.81 0.81 0.81 0.81 0.81 0.81 

SVC 0.82 0.81 0.81 0.81 0.81 0.81 

NuSVC 0.82 0.81 0.81 0.81 0.81 0.81 
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Figure 2: Final accuracy of the ML classifiers (bigram) 

 

Figures 2 and 3 show the accuracy results of all 

classifiers in the form of a bar graph using the bigraph 

and trigraph approaches respectively. Similarly, Figures 4 

and 5 represent the graphical representation of the 

precision, recall, and F1-score for each machine learning 

classifier using bigraph and trigraph. 

 
Figure 3: Final accuracy of the ML classifiers (trigram) 

 

 

 

Figure 4: Graphical representation of the percentage of the 

precision, recall, and F1-Score for every machine learning 

algorithm using a biograph 

 

 

Figure 5: Graphical representation of the percentage of the 

precision, recall, and F1-Score for every machine learning 

algorithm using trigraph. 
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Twitter is providing valuable blogging services which have 

been used to find what's going on at any place and any 

moment. In this paper, we are working that machine 

learning-related techniques that can be used to predict 

sentiments on Twitter. We implemented seven different 

machine learning techniques by using the Python Scikit-

learn library to get sentiment analysis from a bundle of 

Tweets data. Research results show that machine 

learning methods, such as BernoulliNB, MultinomialNB, 

Logistic Regression, SGD classifier, LinearSVC, SVC, 

and NuSVC have improved the accuracy of real-world 

tweets directly obtained from Twitter and the dataset is 

publicly available from NLTK corpora. In the future, more 

valuable results can be obtained using further cleanable 

text.  
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